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Advantages

- Single-shot: Single federated training needed

- Agnostic to machine learning model type

- No "weight-sharing" requirement

- Low additional communication overhead
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Empirical Performance

- Gradient boosted trees with 7 
OpenML datasets and APLM

- Comparison against single-
shot and multi-shot baseline

- Improved performance over 
single-shot baselines

- Lower communication 
overhead compared to multi-
shot for same performance
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Conclusion
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Novel capabilities of FLoRA

- Single-shot

- ML model agnostic

- Rigorous theoretical guarantees

- Strong empirical performance

Limitations

- Doesn’t apply to HPs absent in 
local HPO

- Aggregator HPs not handled
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