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Bilevel Stochastic Optimization

min
x∈X⊆RD

F(x) ≜ Eξ [f(x,y⋆(x);ξ)]

subject to y⋆(x) ∈ argmin
y∈Y=Rd

G(x,y) ≜ Eζ [g(x,y;ζ)]
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Bilevel Stochastic Optimization

min
x∈X⊆RD

F(x) ≜ Eξ [f(x,y⋆(x);ξ)]

subject to y⋆(x) ∈ argmin
y∈Y=Rd

G(x,y) ≜ Eζ [g(x,y;ζ)]

Stochastic Objectives

▶ Strongly convex lower-level (LL) objective G(x, ·)
▶ Weakly convex upper-level (UL) objective F(x)
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Bilevel Stochastic Optimization

min
x∈X⊆RD

F(x) ≜ Eξ [f(x,y⋆(x);ξ)]

subject to y⋆(x) ∈ argmin
y∈Y=Rd

G(x,y) ≜ Eζ [g(x,y;ζ)]

Constraints

▶ Unconstrained LL problem

▶ Constrained UL problem
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Robust Multi-Objective Bilevel Problem

We have n pairs of stochastic objectives Fi,Gi, i ∈ [n]≜ {1, . . . ,n}

min
x∈X⊆RD

max
i∈[n]

Fi(x) ≜ Eξi
[fi(x,y⋆

i (x);ξi)]

subject to y⋆
i (x) ∈ argmin

yi∈Yi=Rdi

Gi(x,yi) ≜ Eζi
[gi(x,yi;ζi)]

∀i ∈ [n]
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Robust Multi-Objective Bilevel Problem

We have n pairs of stochastic objectives Fi,Gi, i ∈ [n]≜ {1, . . . ,n}

min
x∈X⊆RD

max
i∈[n]

Fi(x) ≜ Eξi
[fi(x,y⋆

i (x);ξi)]

subject to y⋆
i (x) ∈ argmin

yi∈Yi=Rdi

Gi(x,yi) ≜ Eζi
[gi(x,yi;ζi)]

∀i ∈ [n]

Multiple objectives

▶ Each obj pair has their UL and LL stoc oracles ξi,ζi, i ∈ [n]

▶ UL variable x shared across all objectives
▶ Each pair has its own specific LL variable yi, i ∈ [n]
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Robust Multi-Objective Bilevel Problem

We have n pairs of stochastic objectives Fi,Gi, i ∈ [n]≜ {1, . . . ,n}

min
x∈X⊆RD

max
i∈[n]

Fi(x) ≜ Eξi
[fi(x,y⋆

i (x);ξi)]

subject to y⋆
i (x) ∈ argmin

yi∈Yi=Rdi

Gi(x,yi) ≜ Eζi
[gi(x,yi;ζi)]

∀i ∈ [n]

Additional Features

▶ Flexible: LL vars {yi}i∈[n] can have diff domains (Yi ̸= Yj)

▶ Robust: Shared UL var x optimizes worst-case obj Fi
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Application: Multi-task Representation Learning

Learn a robust representation useful for many tasks.

Problem mapping

i ∈ [n] Tasks
UL var x Shared representation network Φx params
LL var yi Per-task model wyi

params
UL obj Eξi

fi(x,yi;ξi) L(wyi
◦Φx;Dval

i )

LL obj Eζi
gi(x,yi;ζi) L(wyi

◦Φx;Dtrain
i )+ρ ·Ω(yi)
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Application: Fair Representation Learning

Learn a robust representation ensuring fairness across different groups.

Problem mapping

i ∈ [n] Demographic groups
UL var x Shared representation network Φx params
LL var yi Per-task model wyi

params
UL obj Eξi

fi(x,yi;ξi) L(wyi
◦Φx;Dval

i )

LL obj Eζi
gi(x,yi;ζi) L(wyi

◦Φx;Dtrain
i )+ρ ·Ω(yi)
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Application: Meta-learning for Hyperparameter Opt

Learn a robust set of hyperparameters (HP) that works well for multiple problems.

Problem mapping

i ∈ [n] Different HPO tasks
UL var x Shared HP x

LL var yi Per-task model wyi
params for HP x

UL obj Eξi
fi(x,yi;ξi) L(wyi

;Dval
i )

LL obj Eζi
gi(x,yi;ζi) L(wyi

;Dtrain
i ),wyi

∈ F(x)
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Application: “SuperNet” training for DARTS

Learn a shared SuperNet such that different application specific sub-networks obtained
via Differentiable Architecture Search (DARTS) have robust performance.

Problem mapping

i ∈ [n] Different applications
UL var x SuperNet params Wx

LL var yi Per-application subnetwork wyi
params

UL obj Eξi
fi(x,yi;ξi) L(wyi

;Dval
i )

LL obj Eζi
gi(x,yi;ζi) L(wyi

;Dtrain
i )+ρ ·Ω(Wx,wyi

)

Cai, H., et al. Once for All: Train One Network and Specialize it for Efficient Deployment. ICLR 2020.
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Application: Multi-agent Reinforcement Learning

Learn a shared model of the environment allowing robust performance across all agents.

Problem mapping

i ∈ [n] Different agents in the environment
UL var x Environment model params Ex

LL var yi Per-agent params Ayi

UL obj Eξi
fi(x,yi;ξi) −R(Ayi

,Ex;Rval)
LL obj Eζi

gi(x,yi;ζi) −R(Ayi
,Ex;Rtrain)

Flexibility: Diff agents can have diff action spaces (land, air, water).
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Solution

min
x∈X⊆RD

max
i∈[n]

Fi(x) subject to y⋆
i (x) ∈ argmin

yi∈Yi=Rdi

Gi(x,yi)∀i ∈ [n]

Reformulation

min
x∈X⊆RD

max
λ∈∆n

n∑
i=1

λi Fi(x) s.t. y⋆
i (x) ∈ argmin

yi∈Yi=Rdi

Gi(x,yi)∀i ∈ [n]

∆n =

{
λ ∈ Rn : λi ⩾ 0∀i ∈ [n],

n∑
i=1

λi = 1

}
(n-simplex)
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Single-loop Projected Gradient Descent-Ascent

MORBiT: Multi-Objective Robust Bilevel Two-timescale alg

Algorithm 1: Learning rates α,β,γ for x,y,λ resp

for k= 1,2, · · · ,K do
y(k+1)← y(k)−βh(k) (SGD)

x(k+1)← projX(x
(k)−αh

(k)
x ) (Proj SGD)

λ(k+1)← proj∆n
(λ(k)+γh

(k)
λ ) (Proj SGA)

Sample τ ∼ U({1, · · · ,K})
return x̄← x(τ), ȳi← y

(τ−1)
i , λ̄← λ(τ)

For n= 1, it reduces to the TTSA algorithm
Hong, M., et al. A two-timescale framework for bilevel optimization: Complexity analysis and application to actor-critic. arXiv 2020.
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Single-loop Projected Gradient Descent-Ascent

for k= 1,2, · · · ,K do
y(k+1)←y(k)−βh(k) (SGD)

x(k+1)← projX(x(k)−αh
(k)
x ) (P-SGD)

λ(k+1)← proj∆n (λ(k)+γh
(k)
λ ) (P-SGA)

Sample τ ∼U({1, · · · ,K})

return x̄← x(τ) , ȳi← y
(τ−1)
i , λ̄← λ(τ)

▶ y(k) ≜ {y
(k)
1 , . . . ,y(k)

n }

▶ h(k) ≜ {∇y1g1(x
(k),y(k)

1 ;ζ1), . . . ,∇yngn(x
(k),y(k)

n ;ζn)

▶ h
(k)
x ≈

∑
i∈[n]

λ
(k)
i ∇fi(x(k),y

(k+1)
i ;ξi)︸ ︷︷ ︸
∗∗

∗∗≜∇xfi(x,yi;ξi)−∇2
xyi

gi(x,yi;ζi)
[
∇2

yi
gi(x,yi;ζi)

]−1∇yi
fi(x,yi;ξi)

▶ h
(k)
λ ≜ [f1(x

(k),y(k+1)
1 ;ξ1), . . . ,fn(x(k),y

(k+1)
n ;ξn)]⊤
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Single-loop Projected Gradient Descent-Ascent

Learning rates

α ∼ O
(
K− 3

5

)
, β ∼ O

(
K− 2

5

)
, γ ∼ O

(√
nK− 3

5

)
Convergence rate of MORBiT

E [∥x̂(x̄)− x̄∥2]⩽ Õ(
√
nK−2/5)†,

E
[

max
i∈[n]

∥ȳi−y⋆
i (x̄)∥2

]
⩽ Õ(

√
nK−2/5),

max
λ

E [F(x̄,λ)]−E[F(x̄, λ̄)]⩽ Õ(
√
nK−2/5).

† x̂(x̄) is the proximal map
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Main Proof Challenges

▶ Handling the non-smooth maxi∈[n]

▶ Establishing convergence of each ȳi simultaneously ∀i ∈ [n]

▶ Descent equation involving (n+1) sequences

▶ Establishing convergence of λ
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Representation Learning
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Meta-learning for HPO
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Concluding Remarks

Caveats:

▶ Useful when gap between max and mean is large

▶ From a learning perspective, x should have enough capacity to simultaneously
optimize all UL objectives

▶ Room for improvement for large n

Arxiv Preprint: https://arxiv.org/pdf/2203.01924.pdf

Gu, Alex, et al. Min-Max Bilevel Multi-objective Optimization with Applications in
Machine Learning. arXiv 2022.
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Alex Gu
Songtao Lu

Tsui-Wei (Lily)
Weng

Thank You!
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Positioning

Problem/Method Bilevel Multi-obj Min-max Single-loop X⊂ Rdx Yi ⊂ Rdyi

Distributionally Robust Learning † ✗ ✓ - ✓ ✗
Adversarially Robust Learning † ✗ ✓ - ✗ ✓
Multi-task Learning (MTL) † □ ✗ - ✗ ✗
Robust MTL [Mehta et al., 2012] † ✓ ✓ - ✗ ✗
Meta-learning † □ ✗ - ✗ ✗

HiBSA [Lu et al., 2020] ✗ ✗ ✓ ✓ ✓ -
GDA [Lin et al., 2020] ✗ ✗ ✓ ✓ ✗ -
TR-MAML [Collins et al., 2020] ✗ ✓ ✓ ✓ ✓ -

BSA [Ghadimi and Wang, 2018] ✓ ✗ ✗ ✗ ✓ ✗
TTSA [Hong et al., 2020] ✓ ✗ ✗ ✓ ✓ ✗
StocBio [Ji et al., 2021] ✓ ✗ ✗ ✗ ✗ ✗
MRBO [Yang et al., 2021] ✓ ✗ ✗ ✓ ✗ ✗
VRBO [Yang et al., 2021] ✓ ✗ ✗ ✗ ✗ ✗
ALSET [Chen et al., 2021] ✓ ✗ ✗ ✓ ✗ ✗
STABLE [Chen et al., 2022] ✓ ✗ ✗ ✓ ✓ ✗
MMB [Hu et al., 2022] ✓ ✗ ✓ ✓ ✗ ✗

MORBiT (Ours) ✓ ✓ ✓ ✓ ✓ ✗
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